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Motion: Eine Kl-Strategie fur Bern: Potenziale nutzen, Risiken minimieren und
demokratische Kontrolle sichern

Auftrag

Der Gemeinderat wird beauftragt, eine stadtische Strategie zu kunstlicher Intelligenz (KI) auszuar-
beiten und darin folgende Punkte zu behandeln:

1) Ausgangslage

2)

a)

b)

c)

d)

Festlegung des Geltungsbereichs der stadtischen KlI-Strategie (Definition der erfassten Kl-
Anwendungen, inkl. generative Modelle, algorithmische Entscheidungssysteme und auto-
matisierte Datenanalyse).

Durchfuhrung einer umfassenden Analyse der ethischen, rechtlichen und organisatorischen
Risiken des Kl-Einsatzes in der Stadt Bern. Diese bildet die Grundlage fir die Priorisierung
der Handlungsfelder und die Ausarbeitung der weiteren Massnahmen.

Anpassung der rechtlichen Grundlagen der Stadt Bern fir den Einsatz von Kl, insbesondere
in kritischen Bereichen wie bspw. die Energieversorgung, Verkehrssteuerung, Sozialhilfe-
entscheidungen oder Bewilligungsverfahren. Dabei sind Vorgaben zu Nachvollziehbarkeit,
Haftung und Risikomanagement verbindlich zu regeln.

Die Kl-Strategie der Stadt Bern soll den bestehenden datenschutzrechtlichen Rahmen ge-
mass dem kantonalen Datenschutzgesetz (KDSG) einbeziehen und starken. Kl-gestitzte
Datenbearbeitungen der Verwaltung unterstehen bereits der Vorabkontrolle durch die Fach-
und Aufsichtsstelle Datenschutz (FADS). Erganzend soll die Stadt klare Mindeststandards
definieren, etwa zu Risikoanalysen, Transparenz, Datenspeicherung, Zugriffskontrolle und
zum Einsatz externer Modelle. Ziel ist ein wirksamer Schutz sensibler Daten und die Ver-
meidung irreversibler Datenschutzverletzungen.

Rahmenbedingungen fir Kl in der Stadt Bern

a)

b)

Ubersicht der aktuell genutzten KI-Anwendungen in der Stadtverwaltung, inkl. Zweck und
Datenschutz.

Festlegung klarer Vorgaben oder Mindestkriterien (z.B. Nachhaltigkeit, Fairness, Bias-Pri-
fung, Datensicherheit), welche KI-Anwendungen empfohlen und als Infrastruktur bereitge-
stellt bzw. zul&ssig sind und welche ausgeschlossen werden. Die Stadt Bern soll dabei auf-
Privacy-First-Modelle setzen, deren Server selbst, in der Schweiz oder in der EU betrieben
werden.!

1 https://proton.me/blog/private-ai



https://proton.me/blog/private-ai

3)

4)

c)

d)
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Die Befahigung der Mitarbeitenden, Kompetenzen auf- und auszubauen, muss sichergestellt
werden, damit ein verantwortungsvoller Umgang mit KI im Sinne menschenorientierter Kl
gewahrleistet ist und die Mitarbeitenden sich der Risiken bewusst sind.

Die organisatorische Verankerung der Kl-Governance ist zu erarbeiten, damit Zustéandigkei-
ten, Rollen und Ablaufe fiir den Kl-Einsatz klar sind. Ziel ist, dass Kompetenzen gebindelt,
Standards stadtweit harmonisiert und Doppelspurigkeit verhindert werden.

Potenziale nutzen

a)

b)

c)

Priorisierung und Forderung von menschenzentrierten KI-Anwendungen zur Effizienzsteige-
rung und Kosteneinsparung, insbesondere in der Verwaltung, im Verkehr und im Umwelt-
management.

Forderung nachhaltiger und gemeinwohlorientierter KI-Losungen zur Verbesserung der Le-
bensqualitat (z.B. Reduktion des motorisierten Individualverkehrs), des Tierschutzes? und
der nachhaltigen Nutzung nattrlicher Ressourcen.

Nutzung von KiI als digitale offentliche Infrastruktur («digital public infrastructure») zur Star-
kung demokratischer Prozesse, beispielsweise durch Kl-gestiitzte Aufklarungsarbeit, die Be-
kdmpfung von Desinformation sowie zur Forderung der politischen Teilhabe und Eigeniniti-
ative der Blrger:innen.

Risiken minimieren

a)

b)

d)

e)

f)

Umgang mit organisatorischen, rechtlichen und gesellschaftlichen Folgen des KI-Einsatzes
in der Verwaltung (z. B. Auswirkungen auf Arbeitsprozesse, Verantwortungs- und Haftungs-
fragen, Transparenz und 6ffentliche Kommunikation).

Strategien, um zu verhindern, dass diskriminierende Muster durch KI-Systeme Gibernommen
und verstarkt werden (z.B. durch spezifische Beschaffung oder Training eigener LLMSs).
Massnahmen gegen soziale Ungerechtigkeiten durch ungleichen Zugang zu Kl-Technolo-
gien, soweit sie den Service Public betreffen.

Strategien zum Schutz demokratischer Prozesse vor manipulativen Algorithmen (z. B. Fake
News, Desinformation).

Keine Nutzung von Kl als Ersatz von Kunst- und Kulturschaffenden, grafisch Gestaltenden
usw. Begrindungen fir Ausnahmen sind auszuarbeiten, in der Anwendung sind entspre-
chende Ausnahmen deutlich zu kennzeichnen.

Erganzung der bestehenden «Digitalstrategie der Stadt Bern» um spezifische Massnahmen
zum Schutz kritischer stadtischer Infrastrukturen (z. B. Strom- und Wasserversorgung, Ver-
kehrssteuerung) vor Kl-gestitzten Cyberangriffen. Dazu gehort auch der Einsatz Kl-basier-
ter Systeme zur friihzeitigen Erkennung und Abwehr solcher Angriffe.3

Begriindung

Der Einsatz von Kunstlicher Intelligenz (KI) bietet grosse Chancen, um Effizienzsteigerungen in Ver-
waltung und Verkehr, Verbesserungen der Lebensqualitat, nachhaltige Nutzung der Ressourcen u.
V. m. zu erreichen.

Womdglich profitieren bereits heute einzelne Mitarbeitende in der Verwaltung von Kl-gestitzten
Werkzeugen zur Effizienzsteigerung oder Unterstiitzung bei Routineaufgaben. Der Einsatz solcher
Tools erfordert jedoch gemeinsam definierte Standards und eine einheitliche Einschatzung der damit
verbundenen Chancen und Risiken. Solange der Einsatz nicht Gbergeordnet geregelt ist, besteht mit
Blick auf unautorisierte Nutzung (Shadow Al) zudem ein Risiko fiir die Datensicherheit.

2 https://www.srf.ch/kids/srf-kids-reporter-in-tierschutz-und-ki-wie-passt-das-zusammen

3 https://www.bern.ch/politik-und-verwaltung/stadtverwaltung/fpi/informatik-stadt-bern/downloads/digitalstrate-

gie_stadt_bern_2021/download
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Mit der rasanten Entwicklung dieser Technologie gehen erhebliche gesellschaftliche Herausforde-
rungen einher, die friihzeitig und strategisch angegangen werden missen. Zum Beispiel sind K-
Systeme nicht neutral: Sie Ubernehmen und verstarken oft unbewusst bestehende Vorurteile aus
ihren Trainingsdaten. Studien zeigen, dass Algorithmen Menschen systematisch diskriminieren kon-
nen - etwa bei Bewerbungen, Kreditvergaben oder medizinischen Behandlungen. Es braucht des-
halb klare politische Vorgaben, um solche Diskriminierungen zu verhindern und Kl fair und diskrimi-
nierungsfrei einzusetzen.*

Kl ist auch deshalb nicht neutral zu bewerten, weil sie einerseits neue Modelle bietet, mit welchen
Klimaveranderungen, Ressourcenverbrauch u.a. einfacher zu messen ist. Dem gegeniber steht,
dass der Energieverbrauch von KI-Anwendungen erheblich ist und sich rasant erhéht, je besser ein
KI-Modell trainiert ist und entsprechend haufiger genutzt wird.

Kl kénnte sich negativ auf die Demokratie in Bern auswirken. In der Schweiz existiert derzeit kein
spezifisches Deep-Fake-Verbot, nachdem der Nationalrat eine entsprechende Motion abgelehnt
hat.5 Derweil warnen Expert:innen, dass manipulative Deep Fakes demokratische Prozesse massiv
gefahrden und gezielte politische Tauschung ermdglichen konnten.®

Kl erleichtert heute komplexe Cyberangriffe auf kritische Infrastruktur wie Strom- und Wasserversor-
gung. Automatisierte Systeme finden Schwachstellen, umgehen Abwehrmassnahmen und kénnen
Angriffe gleichzeitig auf mehreren Ebenen koordinieren - oft kaum riickverfolgbar. Dadurch erhalten
auch weniger erfahrene Akteur:iinnen Zugang zu hochwirksamen Angriffswerkzeugen. Die Stadt
Bern muss diese Risiken friihzeitig erkennen und ihre Systeme mit geeigneten Kl-basierten Schutz-
massnahmen starken.’

Die Chancen von Kl lassen sich nur nutzen, wenn ihre Risiken gleichzeitig wirksam adressiert wer-
den. Dazu braucht es klare Leitplanken, gemeinsame Standards und eine vorausschauende Ein-
schatzung technischer, rechtlicher und gesellschaftlicher Auswirkungen. Eine stadtische Kl-Strategie
soll diesen Rahmen schaffen: Sie ermdéglicht den verantwortungsvollen Einsatz neuer Technologien,
starkt den Schutz sensibler Daten, verbessert die Widerstandsfahigkeit gegenuber Kl-gestitzten An-
griffen und stellt sicher, dass der Ressourcenverbrauch bertcksichtigt wird. Damit kann die Stadt
Bern die Entwicklung aktiv gestalten und sicherstellen, dass Kl zum Nutzen von Verwaltung und
Bevolkerung eingesetzt wird.

4 https://www.derbund.ch/diskriminierung-kuenstliche-intelligenz-ist-nicht-neutral-108258174215

5 https://www.netzwoche.ch/news/2025-05-07/nationalrat-stimmt-gegen-deepfake-gesetz

6 https://www.deutschlandfunkkultur.de/deepfakes-demokratie-bedrohung-kommentar-100.html

7 https://www.nationalsecurity.ai/chapter/ai-is-pivotal-for-national-security#cyberattacks-on-critical-infrastructure
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